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1. What is "machine learning"? 
2. Why does it matter to chemists? 
3. Let's try it in your browser (with no setup!)

4. Five things all beginners should know 
• "The quality of your inputs decide the quality of your output" 
• Training / validation / test data 
• Tuning hyperparameters  
• Identification and design of input variables (or "descriptors") 
• "Correlation does not imply causation" 

5. Standard pipeline and deep learning 
6. Current efforts and future directions
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"machine learning" is a new way of programming

Consider when you need to write a code for  
a "Rock paper scissors" robot.

ML Zero to Hero - Part 1 https://youtu.be/KNAWp2S3w94



"machine learning" is a new way of programming

ML Zero to Hero - Part 1 https://youtu.be/KNAWp2S3w94

Your first task would be to write a code for 
computers to recognize the hand shapes among 
rock, paper, or scissors.



"machine learning" is a new way of programming

But you'll instantly recognize this task is really 
really hard... we need to consider many variations 
and nuisances... but human can do this easily.



"machine learning"

Concerned with the question of how to construct  
computer programs that automatically improve with 
experience.

• Learning to recognize spoken words, handwritten 
characters, etc 

• Learning to recognize who is who by seeing faces 
• Learning to walk, speak, swim, ski, etc. 
• Learning to drive an autonomous vehicle 
• Learning to play world-class go, chess, shogi, etc.

Tasks below would need experience rather than a single 
principle.

─── Tom Mitchell



"machine learning"

“Learning” means to automatically improve with experience

“Machine” means computer programs

By machine learning, let’s get computer programs to 
automatically improve with experience

But what exactly means….

• Computer programs? ! 

• Automatically improve with experience? !



Computer programs

Any computer programs process inputs to get outputs.

Computer 
programsInputs Outputs



Computer programs

Any computer programs process inputs to get outputs.

Computer 
programsInputs Outputs

• We need to explicitly know the complete procedure  
to get outputs from inputs. " 

• We manually code the computer program using 
computer programming languages. #



But often we don’t know how to do it $

Spoken words Text words

• Learn to recognize spoken words, handwritten 
characters, etc 

• Learn to recognize who is who 
• Learn to walk, speak, swim, ski, etc. 
• Learn to drive an autonomous vehicle 
• Learn to play world-class go, chess, shogi, etc.

Consider how we can construct computer programs that can

Speech 
Recognizer



So we give “training data” to teach programs

Spoken words Text wordsSpeech 
Recognizer

“automatically improve with experience (given data)”

“hello”

Inputs Outputs

“machine”

“learning”

……

“training data” = examples of input-output pairs



(Supervised) machine learning

Machine learning is a way to construct a computer 
program directly by a given (large) collection of input-
output examples without being explicitly programmed.

Generic Object Recognition

Speech Recognition

Machine Translation

Super-Resolution Imaging

AI Game Players

“ありがとう”

J’aime la 
musique I love music



More typical cases with tabular data

ML modelx
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Inputs Outputs



Underlying principle: Use of statistical trends

We see common patterns (empirical rules) emerge from 
observing many examples, which we cannot recognize when 
we see only a few.

�� ��

Characterize the difference between  
not by explicit rules, but by implicit statistical rules directly 
defined by many observations.

“あ” and “め” 



Patterns emerge from many examples?

Get weight(g) and height(cm)
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Patterns emerge from many examples?
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Patterns emerge from many examples?

Get weight(g) and height(cm)
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Patterns emerge from many examples?

Get weight(g) and height(cm)
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Patterns emerge from many examples?

Get weight(g) and height(cm)
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● Apple 
● Orange



This is all about (supervised) machine learning

Get weight(g) and height(cm)

Fruit SorterInputs Outputs

Now we got a computer program for this classification problem.

weight(g)

height(cm)

“features” or “descriptors”

Apple or Orange

“class label” or “response”



1-dimensional real-number cases = curve fitting

ML model (curve)
Inputs Outputs

Training data 
(n examples)

Input-output 
examples 
(training data)

(a real number) (a real number)

Inputs

Outputs



1-dimensional real-number cases = curve fitting

ML model (curve)
Inputs Outputs

Training data 
(n examples)

Input-output 
examples 
(training data)

(a real number) (a real number)

Inputs

Outputs Machine learning 
by curve fitting



1-dimensional real-number cases = curve fitting

ML model (curve)
Inputs Outputs

Training data 
(n examples)

Input-output 
examples 
(training data)

(a real number) (a real number)

Inputs

Outputs Machine learning 
by curve fitting



1-dimensional real-number cases = curve fitting

Predicting  
by interpolating

ML model (curve)
Inputs Outputs

Training data 
(n examples)

Input-output 
examples 
(training data)

(a real number) (a real number)

Inputs

Outputs Machine learning 
by curve fitting



2-dimensional real-number cases = surface fitting

ML model (surface)
Inputs Outputs

Training data 
(n examples)

(two real numbers) (a real number)



High-dimensional cases = function fitting

ML model (surface)
Inputs Outputs

(784 real numbers) (10 real numbers)

An 28 x 28 (=784) pixel image Probabilities for 0,1,2,...,9

[0.0, 0.0, 0.0, 0.9, 0.0,  
 
 0.0, 0.0, 0.0, 0.1, 0.0]

20 1 3 4

75 6 8 9

Just fit a 10-dimensional-valued 
function in 784-dimensional space! 

Find a nice mapping 



Machine learning in a nutshell

Predicting  
by interpolating

x̃
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What ML is doing to tell something valuable about “data in the 
future” from “data we already have at hand” is:

High-dimensional interpolation by function fitting

Input-output 
examples 
(training data)

Inputs

Outputs

This can be very high-dimensional rather 
than only 1 dimensional or so in practical 
situations.

any surface/curve model



Machine learning in a nutshell

Just an interpolation by curve fitting! %

The current “machine learning” usually means

and does NOT means

• any human-like flexible and deep thinking/reasoning 
• any magical ways to bring something unknowable

Aha! Just an interpolation? I know. It’ll be easy! &
Unfortunately NO. First of all, curve fitting in a high-
dimensional space is not trivial at all, technically 
speaking. '
And many other hard things come out …. (



High-dimensional interpolation is counter-intuitive

pix2pix

CycleGAN

YOLO

Face swapping (e.g. DeepFake)
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IBM Watson, 
Heal Thyself

How IBM overpromised and 
underdelivered on AI health care

By ELIZ A STRICKL AND    ILLUSTR ATIONS BY EDDIE GUY
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Sales teams of high-tech companies sometimes set an 
unnecessarily high hurdle without knowing what is actually 
going on...

Even for machine-learning or AI experts!



Why ML looks so complicated?

Extrapolation

(Generally high-dimensional rather than 1-dimensional)

Inputs

Outputs

Extrapolation Interpolation



Why ML looks so complicated?

Extrapolation

ML Model 1

(Generally high-dimensional rather than 1-dimensional)

Inputs

Outputs

Extrapolation Interpolation



Why ML looks so complicated?

Extrapolation

ML Model 1

ML Model 2

(Generally high-dimensional rather than 1-dimensional)

Inputs

Outputs

Extrapolation Interpolation



Why ML looks so complicated?

Extrapolation

ML Model 1

ML Model 2

ML Model 3

(Generally high-dimensional rather than 1-dimensional)

Inputs

Outputs

Extrapolation Interpolation



Why ML looks so complicated?

Extrapolation

ML Model 1

ML Model 2

ML Model 3

(Generally high-dimensional rather than 1-dimensional)

Inputs

Outputs

Extrapolation Interpolation

• Many ways (ML models) exist for “curves (surfaces)” 

• What models and input representations work best depends on 
the target problem 

• We need to choose appropriate ML models for each given 
dataset and target problem



Many ML models (Deep learning is one of them)

1 2 3 4

5 6 7 8

9 10 11 12

1. Plugin Bayes Classifier 
2. 1-Nearest Neighbor Method 
3. 5-Nearest Neighbor Method 
4. 3-Layer Neural Networks 

5. Support Vector Machine 
6. Relevance Vector Machine 
7. Bayes Point Machine 
8. Gaussian Process Classifier 

9. Kernel Discriminant Analysis  
10. Regression Tree (CART) 
11. Random Forest 
12. Gradient Boosting Machine



Many ML models (and problems)

ACS Catalysis, 2019; 10: 2260-2297. https://doi.org/10.1021/acscatal.9b0418



(Supervised) machine learning in other words

Machine learning is a systematic way to find a high-
dimensional mapping from input to output just by 
giving a lot of input-output "examples".

Generic Object Recognition

Speech Recognition

Machine Translation

Super-Resolution Imaging

AI Game Players

“ありがとう”

J’aime la 
musique I love music

outputinput



This lazy idea really works in diverse applications

MedicineTranslation Self-driving

WeatherAdvertising

Search Engine

Transportation Security

Smart devices, IoT, e-Commerce, Manufacturing, Agriculture, 
Disaster Prevention, Finance, Education, Employment, 
Matchmaking, and, of course, Science.



Aug 26: 10:30~12:00 (90min)

Aug 26: 13:00~14:30 (90min)

1. What is "machine learning"? 
2. Why does it matter to chemists? 
3. Let's try it in your browser (with no setup!)

4. Five things all beginners should know 
• "The quality of your inputs decide the quality of your output" 
• Training / validation / test data 
• Tuning hyperparameters  
• Identification and design of input variables (or "descriptors") 
• "Correlation does not imply causation" 

5. Standard pipeline and deep learning 
6. Current efforts and future directions



Machine learning for science

REVIEW

Inverse molecular design using
machine learning: Generative models
for matter engineering
Benjamin Sanchez-Lengeling1 and Alán Aspuru-Guzik2,3,4*

The discovery of newmaterials can bring enormous societal and technological progress. In this
context, exploring completely the large space of potential materials is computationally
intractable. Here, we review methods for achieving inverse design, which aims to discover
tailored materials from the starting point of a particular desired functionality. Recent advances
from the rapidly growing field of artificial intelligence, mostly from the subfield of machine
learning, have resulted in a fertile exchange of ideas, where approaches to inverse molecular
design are being proposed and employed at a rapid pace. Among these, deep generativemodels
have been applied to numerous classes of materials: rational design of prospective drugs,
synthetic routes to organic compounds, and optimization of photovoltaics and redox flow
batteries, as well as a variety of other solid-state materials.

M
any of the challenges of the 21st century
(1), from personalized health care to
energy production and storage, share a
common theme: materials are part of
the solution (2). In some cases, the solu-

tions to these challenges are fundamentally
limited by the physics and chemistry of a ma-
terial, such as the relationship of a materials
bandgap to the thermodynamic limits for the
generation of solar energy (3).
Several important materials discoveries arose

by chance or through a process of trial and error.
For example, vulcanized rubber was prepared in
the 19th century from random mixtures of com-
pounds, based on the observation that heating
with additives such as sulfur improved the
rubber’s durability. At the molecular level, in-
dividual polymer chains cross-linked, forming
bridges that enhanced the macroscopic mechan-
ical properties (4). Other notable examples in
this vein include Teflon, anesthesia, Vaseline,
Perkin’s mauve, and penicillin. Furthermore,
these materials come from common chemical
compounds found in nature. Potential drugs
either were prepared by synthesis in a chem-
ical laboratory or were isolated from plants,
soil bacteria, or fungus. For example, up until
2014, 49% of small-molecule cancer drugs were
natural products or their derivatives (5).
In the future, disruptive advances in the dis-

covery of matter could instead come from unex-
plored regions of the set of all possiblemolecular
and solid-state compounds, known as chemical
space (6, 7). One of the largest collections of
molecules, the chemical space project (8), has

mapped 166.4 billion molecules that contain at
most 17 heavy atoms. For pharmacologically rele-
vant small molecules, the number of structures is
estimated to be on the order of 1060 (9). Adding
consideration of the hierarchy of scale from sub-
nanometer to microscopic and mesoscopic fur-
ther complicates exploration of chemical space
in its entirety (10). Therefore, any global strategy
for covering this space might seem impossible.
Simulation offers one way of probing this

space without experimentation. The physics
and chemistry of these molecules are governed
by quantummechanics, which can be solved via
the Schrödinger equation to arrive at their ex-

act properties. In practice, approximations are
used to lower computational time at the cost of
accuracy.
Although theory enjoys enormous progress,

now routinely modeling molecules, clusters, and
perfect as well as defect-laden periodic solids, the
size of chemical space is still overwhelming, and
smart navigation is required. For this purpose,
machine learning (ML), deep learning (DL), and
artificial intelligence (AI) have a potential role
to play because their computational strategies
automatically improve through experience (11).
In the context of materials, ML techniques are
often used for property prediction, seeking to
learn a function that maps a molecular material
to the property of choice. Deep generative models
are a special class of DL methods that seek to
model the underlying probability distribution of
both structure and property and relate them in a
nonlinear way. By exploiting patterns in massive
datasets, these models can distill average and
salient features that characterizemolecules (12, 13).
Inverse design is a component of a more

complex materials discovery process. The time
scale for deployment of new technologies, from
discovery in a laboratory to a commercial pro-
duct, historically, is 15 to 20 years (14). The pro-
cess (Fig. 1) conventionally involves the following
steps: (i) generate a new or improved material
concept and simulate its potential suitability; (ii)
synthesize the material; (iii) incorporate the ma-
terial into a device or system; and (iv) characterize
and measure the desired properties. This cycle
generates feedback to repeat, improve, and re-
fine future cycles of discovery. Each step can take
up to several years.
In the era of matter engineering, scientists

seek to accelerate these cycles, reducing the

FRONTIERS IN COMPUTATION 
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Fig. 1. Schematic comparison of material discovery paradigms. The current paradigm is
outlined at left and exemplified in the center with organic redox flow batteries (92). A closed-loop
paradigm is outlined at right. Closing the loop requires incorporating inverse design, smart software
(93), AI/ML, embedded systems, and robotics (87) into an integrated ecosystem.IM
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Machine learning for molecular and 
materials science
  Keith T. Butler1, Daniel W. Davies2, Hugh Cartwright3, Olexandr Isayev4* & Aron Walsh5,6*

Here we summarize recent progress in machine learning for the chemical sciences. We outline machine-learning 
techniques that are suitable for addressing research questions in this domain, as well as future directions for the field. 
We envisage a future in which the design, synthesis, characterization and application of molecules and materials is 
accelerated by artificial intelligence.

T he Schrödinger equation provides a powerful structure– 
property relationship for molecules and materials. For a given  
spatial arrangement of chemical elements, the distribution of  

electrons and a wide range of physical responses can be described. The 
development of quantum mechanics provided a rigorous theoretical  
foundation for the chemical bond. In 1929, Paul Dirac famously proclaimed 
that the underlying physical laws for the whole of chemistry are “completely  
known”1. John Pople, realizing the importance of rapidly developing  
computer technologies, created a program—Gaussian 70—that could 
perform ab initio calculations: predicting the behaviour, for molecules 
of modest size, purely from the fundamental laws of physics2. In the 1960s, 
the Quantum Chemistry Program Exchange brought quantum chemistry 
to the masses in the form of useful practical tools3. Suddenly, experi-
mentalists with little or no theoretical training could perform quantum  
calculations too. Using modern algorithms and supercomputers,  
systems containing thousands of interacting ions and electrons can now 
be described using approximations to the physical laws that govern the 
world on the atomic scale4–6.

The field of computational chemistry has become increasingly pre-
dictive in the twenty-first century, with activity in applications as wide 
ranging as catalyst development for greenhouse gas conversion, materials 
discovery for energy harvesting and storage, and computer-assisted drug 
design7. The modern chemical-simulation toolkit allows the properties 
of a compound to be anticipated (with reasonable accuracy) before it has 
been made in the laboratory. High-throughput computational screening 
has become routine, giving scientists the ability to calculate the properties 
of thousands of compounds as part of a single study. In particular, den-
sity functional theory (DFT)8,9, now a mature technique for calculating 
the structure and behaviour of solids10, has enabled the development of 
extensive databases that cover the calculated properties of known and 
hypothetical systems, including organic and inorganic crystals, single 
molecules and metal alloys11–13.

The emergence of contemporary artificial-intelligence methods has 
the potential to substantially alter and enhance the role of computers in 
science and engineering. The combination of big data and artificial intel-
ligence has been referred to as both the “fourth paradigm of science”14 
and the “fourth industrial revolution”15, and the number of applications 
in the chemical domain is growing at an astounding rate. A subfield of 
artificial intelligence that has evolved rapidly in recent years is machine 
learning. At the heart of machine-learning applications lie statistical algo-
rithms whose performance, much like that of a researcher, improves with 
training. There is a growing infrastructure of machine-learning tools for 

generating, testing and refining scientific models. Such techniques are 
suitable for addressing complex problems that involve massive combi-
natorial spaces or nonlinear processes, which conventional procedures 
either cannot solve or can tackle only at great computational cost.

As the machinery for artificial intelligence and machine learning 
matures, important advances are being made not only by those in main-
stream artificial-intelligence research, but also by experts in other fields 
(domain experts) who adopt these approaches for their own purposes. As 
we detail in Box 1, the resources and tools that facilitate the application 
of machine-learning techniques mean that the barrier to entry is lower 
than ever.

In the rest of this Review, we discuss progress in the application of 
machine learning to address challenges in molecular and materials 
research. We review the basics of machine-learning approaches, iden-
tify areas in which existing methods have the potential to accelerate 
research and consider the developments that are required to enable more 
wide-ranging impacts.

Nuts and bolts of machine learning
With machine learning, given enough data and a rule-discovery algo-
rithm, a computer has the ability to determine all known physical laws 
(and potentially those that are currently unknown) without human 
input. In traditional computational approaches, the computer is little 
more than a calculator, employing a hard-coded algorithm provided 
by a human expert. By contrast, machine-learning approaches learn 
the rules that underlie a dataset by assessing a portion of that data 
and building a model to make predictions. We consider the basic steps 
involved in the construction of a model, as illustrated in Fig. 1; this 
constitutes a blueprint of the generic workflow that is required for the 
successful application of machine learning in a materials-discovery 
process.

Data collection
Machine learning comprises models that learn from existing (train-
ing) data. Data may require initial preprocessing, during which miss-
ing or spurious elements are identified and handled. For example, the 
Inorganic Crystal Structure Database (ICSD) currently contains more 
than 190,000 entries, which have been checked for technical mistakes 
but are still subject to human and measurement errors. Identifying 
and removing such errors is essential to avoid machine-learning  
algorithms being misled. There is a growing public concern about  
the lack of reproducibility and error propagation of experimental data 
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DNA to be sequences into distinct pieces,
parcel out the detailed work of sequencing,
and then reassemble these independent ef-
forts at the end. It is not quite so simple in the
world of genome semantics.

Despite the differences between genome se-
quencing and genetic network discovery, there
are clear parallels that are illustrated in Table 1.
In genome sequencing, a physical map is useful
to provide scaffolding for assembling the fin-
ished sequence. In the case of a genetic regula-

tory network, a graphical model can play the
same role. A graphical model can represent a
high-level view of interconnectivity and help
isolate modules that can be studied indepen-
dently. Like contigs in a genomic sequencing
project, low-level functional models can ex-
plore the detailed behavior of a module of genes
in a manner that is consistent with the higher
level graphical model of the system. With stan-
dardized nomenclature and compatible model-
ing techniques, independent functional models
can be assembled into a complete model of the
cell under study.

To enable this process, there will need to
be standardized forms for model representa-
tion. At present, there are many different
modeling technologies in use, and although
models can be easily placed into a database,
they are not useful out of the context of their
specific modeling package. The need for a
standardized way of communicating compu-
tational descriptions of biological systems ex-
tends to the literature. Entire conferences
have been established to explore ways of
mining the biology literature to extract se-

mantic information in computational form.
Going forward, as a community we need

to come to consensus on how to represent
what we know about biology in computa-
tional form as well as in words. The key to
postgenomic biology will be the computa-
tional assembly of our collective knowl-
edge into a cohesive picture of cellular and
organism function. With such a comprehen-
sive model, we will be able to explore new
types of conservation between organisms
and make great strides toward new thera-
peutics that function on well-characterized
pathways.
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V I E W P O I N T

Machine Learning for Science: State of the
Art and Future Prospects

Eric Mjolsness* and Dennis DeCoste

Recent advances in machine learning methods, along with successful
applications across a wide variety of fields such as planetary science and
bioinformatics, promise powerful new tools for practicing scientists. This
viewpoint highlights some useful characteristics of modern machine learn-
ing methods and their relevance to scientific applications. We conclude
with some speculations on near-term progress and promising directions.

Machine learning (ML) (1) is the study of
computer algorithms capable of learning to im-
prove their performance of a task on the basis of
their own previous experience. The field is
closely related to pattern recognition and statis-
tical inference. As an engineering field, ML has
become steadily more mathematical and more
successful in applications over the past 20
years. Learning approaches such as data clus-
tering, neural network classifiers, and nonlinear
regression have found surprisingly wide appli-
cation in the practice of engineering, business,
and science. A generalized version of the stan-
dard Hidden Markov Models of ML practice
have been used for ab initio prediction of gene
structures in genomic DNA (2). The predictions

correlate surprisingly well with subsequent
gene expression analysis (3). Postgenomic bi-
ology prominently features large-scale gene ex-
pression data analyzed by clustering methods
(4), a standard topic in unsupervised learning.
Many other examples can be given of learning
and pattern recognition applications in science.
Where will this trend lead? We believe it will
lead to appropriate, partial automation of every
element of scientific method, from hypothesis
generation to model construction to decisive
experimentation. Thus, ML has the potential to
amplify every aspect of a working scientist’s
progress to understanding. It will also, for better
or worse, endow intelligent computer systems
with some of the general analytic power of
scientific thinking.

Machine Learning at Every Stage of
the Scientific Process
Each scientific field has its own version of the
scientific process. But the cycle of observing,

creating hypotheses, testing by decisive exper-
iment or observation, and iteratively building
up comprehensive testable models or theories is
shared across disciplines. For each stage of this
abstracted scientific process, there are relevant
developments in ML, statistical inference, and
pattern recognition that will lead to semiauto-
matic support tools of unknown but potentially
broad applicability.

Increasingly, the early elements of scientific
method—observation and hypothesis genera-
tion—face high data volumes, high data acqui-
sition rates, or requirements for objective anal-
ysis that cannot be handled by human percep-
tion alone. This has been the situation in exper-
imental particle physics for decades. There
automatic pattern recognition for significant
events is well developed, including Hough
transforms, which are foundational in pattern
recognition. A recent example is event analysis
for Cherenkov detectors (8) used in neutrino
oscillation experiments. Microscope imagery in
cell biology, pathology, petrology, and other
fields has led to image-processing specialties.
So has remote sensing from Earth-observing
satellites, such as the newly operational Terra
spacecraft with its ASTER (a multispectral
thermal radiometer), MISR (multiangle imag-
ing spectral radiometer), MODIS (imaging

Machine Learning Systems Group, Jet Propulsion Lab-
oratory/California Institute of Technology, Pasadena,
CA, 91109, USA.

*To whom correspondence should be addressed. E-
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Table 1. Parallels between genome sequencing
and genetic network discovery.

Genome
sequencing Genome semantics

Physical maps Graphical model
Contigs Low-level functional

models
Contig
reassembly

Module assembly

Finished genome
sequence

Comprehensive model
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The current interests and targets of sciences becomes more complex than 
ever, and simply put, we need a new way to break through this trend.

Science is changing, the tools of science are changing. And that 
requires different approaches. ─── Erich Bloch, 1925-2016
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available 
data and 
findings

feedback to next plans

Problem: time and cost when we 
use this for all possible candidates 

Thomas Edison

• Genius is 1% inspiration and 99% perspiration. 
• There is no substitute for hard work. 
• I have not failed. I've just found 10,000 ways 

that won't work. 
:

Check and 
validate results

Experience + Intuition = Incredible hardwork + Luck

Generate  
hypotheses

• Experiments 
• Simulations

"

Empirical optimization or "Edisonian empiricism"

But, wait. Is this still valid 
now in 2020?

Everything looks complicated 
than Edision thought, and how 
"incredibly hard" work do I 
need...?



http://www.fourthparadigm.org/

by Tony Hey, Stewart Tansley, Kristin Tolle

In The Fourth Paradigm: Data-
Intensive Scientific Discovery, the 
collection of essays expands on the 
vision of pioneering computer 
scientist Jim Gray for a new, fourth 
paradigm of discovery based on data-
intensive science and offers insights 
into how it can be fully realized.

Tony Hey

https://en.wikipedia.org/wiki/Tony_Hey


http://research.microsoft.com/en-us/um/people/gray/JimGrayTalks.htm

Jim Gray on "eScience"

"eScience" Talk at NRC-CSTB meeting  
Mountain View CA, 11 January 2007. 

On January 28, 2007 he failed to return from a short 
solo trip to the Farallon Islands near San Francisco to 
scatter his mother's ashes.

His 'last' talk before the disappearance

NRC = National Research Council 
http://sites.nationalacademies.org/NRC/index.htm;  

CSTB = Computer Science and Telecom- munications Board 
http://sites.nationalacademies.org/cstb/index.htm. 

Jim Gray

http://jimgray.azurewebsites.net/talks/NRC-CSTB_eScience.ppt


https://jimgray.azurewebsites.net/talks/NRC-CSTB_eScience.ppt

Science Paradigms
• Thousand years ago: 

science was empirical
describing natural phenomena

• Last few hundred years: 
theoretical branch

using models, generalizations
• Last few decades: 

a computational branch
simulating complex phenomena

• Today:
data exploration (eScience)

unify theory, experiment, and simulation 
– Data captured by instruments

Or     generated by simulator
– Processed by software
– Information/Knowledge stored in computer
– Scientist analyzes database / files

using data management and statistics
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X-Info
• The evolution of X-Info and Comp-X

for each discipline X
• How to codify and represent our knowledge 

• Data ingest  
• Managing a petabyte
• Common schema
• How to organize it 
• How to reorganize it
• How to share with others

• Query and Vis tools 
• Building and executing models
• Integrating data and Literature  
• Documenting experiments
• Curation and long-term preservation

The Generic Problems

Experiments &
Instruments

Simulations facts

facts

answers
questions

Literature
Other Archivesfacts

facts ?

https://jimgray.azurewebsites.net/talks/NRC-CSTB_eScience.ppt
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This would be more strongly complemented by
Machine learning or AI, or data sciences.



an unknown 
mechanism

• Theory-driven (rational, deductive) approach

• Data-driven (empirical, inductive) approach

Whether or not theory is correct can be validated

observations 
(data)

observations 
(data)

observations 
(data)

Function is best fitted to data by tuning parameters

Related factors 
and their states

The interest of science

Related factors 
and their states

Related factors 
and their states

Ideally, the smallest number 
of dominant factors

All potentially related factors  
(the number can be very large 
as long as they are sensible)

...

An explicit model 
from first principles

A versatile unfixed function 
that can take a variety of forms 

by tuning parameters



MoleculeNet: A Benchmark for Molecular Machine Learning  
https://arxiv.org/abs/1703.00564 
https://github.com/deepchem/deepchem (https://deepchem.io/)

CH3

N

H3C

H
NS

N

O

CH3

N

OH

x

molecule property value

ŷ
ŷ = f✓(x)

Quantitative structure–activity/property relationship (QSAR/QSPR)

Predictive modeling by machine learning

https://arxiv.org/abs/1703.00564
https://github.com/deepchem/deepchem
https://deepchem.io/


• Mutagenic potency

• Carcinogenic potency
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• Growth inhibition

• Aqueous solubility
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http://quantum-machine.org/datasets/

Quantum chemistry structures and properties of 134 kilo molecules, Scientific Data 1, 140022 (2014)

DFT
B3LYP/6-31G(2df,p)

Structure in 
the ground state

15 properties in 
the ground state

http://www.nature.com/articles/sdata201422

Data-driven approximation to quantum chem 



https://doi.org/10.1038/s41570-020-0189-9

Nat Rev Chem 4, 347–358 (2020)



CH3
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H3C

H
NS

N

O

CH3

N

OH

x

molecule property value

ŷ
ŷ = f✓(x)

Given      input-output instances (as the training data)
{(x1, y1), (x2, y2), . . . , (xn, yn)}

Fit the model         by tuning       as

n

f✓ ✓

min
✓

nX

i=1

error(yi, ŷi) ŷi = f✓(xi)where

approximator for the (unknown) 
underlying mapping for x 7! y

Note: the error measure (called "loss function" in ML) depends on problems

“Molecular Machine Learning”



“machine teaching”

“machine learning”

Bayesian optimization / Black-box optimization / Sequential 
design of experiments / Model-based optimization

Beware: Reverse 

“television”

Beware: Inverse is not unique??
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molecule property value

ŷ
ŷ = f✓(x)

Inverse design?



Aug 26: 10:30~12:00 (90min)

Aug 26: 13:00~14:30 (90min)

1. What is "machine learning"? 
2. Why does it matter to chemists? 
3. Let's try it in your browser (with no setup!)

4. Five things all beginners should know 
• "The quality of your inputs decide the quality of your output" 
• Training / validation / test data 
• Tuning hyperparameters  
• Identification and design of input variables (or "descriptors") 
• "Correlation does not imply causation" 

5. Standard pipeline and deep learning 
6. Current efforts and future directions



Now is the good timing to start machine learning!

Let's give it a try anyway!

All you need for now is a web browser only. 
(on your PC or smartphones)

https://colab.research.google.com/

https://colab.research.google.com/


Google Colab (Google Colaboratory)

https://colab.research.google.com/



Google Colab (Google Colaboratory)

https://colab.research.google.com/

You can input a Python code here and  
run it by clicking the         button

(or by Shift+Enter)



Let's reproduce a paper-level result!



Let's reproduce a paper-level result!

Table 1 and Table 3

Fig 1



Let's reproduce a paper-level result!

calculated       from  
the original data

A. Ruban, B. Hammer, 
P. Stoltze, H. L. Skriver 
and J. K. Nørskov, J. 
Mol. Catal. A: Chem., 
1997, 115, 421–429.

Guest

Host

Table 1: the energy of the  
d-band center relative to 
the Fermi level (εF), ε-εF for 
1% guest metals doped in 
the surface of host metals. 



Let's reproduce a paper-level result!

You can get the       part of the original data



handle table data by "pandas"



handle table data by "pandas"

columns

index



Get Table 1



Our goal here is the following machine learning.

ML model
Inputs Outputs

9 features (host metal) from Table 3  
+  

9 features (guest metal) from Table 3

the value at Table 1 
for the host and guest metal

9 + 9 = 18 numbers 1 number

[ 8, 2.66, 26, 55.85, 4, 1.83, 7.90, 247.3, 7.87, 
 11, 2.67, 29, 63.55, 4, 1.90, 7.73, 203.5, 8.96]

-1.05



Let's make the inputs



Let's make the inputs

ML model
Inputs Outputs

9 + 9 = 18 numbers 1 number

[ 8, 2.66, 26, 55.85, 4, 1.83, 7.90, 247.3, 7.87, 
 11, 2.67, 29, 63.55, 4, 1.90, 7.73, 203.5, 8.96]

-1.05



Our (X, y) data

ML model
Inputs Outputs

9 + 9 = 18 numbers 1 number

X y



The full code for preparation (only 21 lines!)



Now we can move on to the "machine learning " part!

The number of input-output examples is 121. So we'll use random 30 examples 
for evaluation, and the remaining 91 examples for the model fitting.

Let's go with "machine learning" with 1 line of "model.fit"

This shuffling is  
quite important.

See what happens 
if you skip it, and  
think why.



Make a plot.



The paper used only 6 features out of 18...

Fe Co Ni Cu Ru Rh Pd Ag Ir Pt Au
Fe -0.92 -0.96 -0.97 -1.65 -1.64 -2.24 -1.87 -2.4 -3.11
Co -1.37 -1.23 -2.12 -2.82 -2.53 -2.26 -3.56
Ni -0.33 -1.18 -1.92 -2.03 -2.43 -2.15 -2.82 -3.39
Cu -2.42 -2.49 -2.67 -2.89 -2.94 -3.82 -4.63
Ru -1.11 -1.04 -1.12 -1.41 -1.88 -1.81 -1.54 -2.27
Rh -1.42 -1.32 -1.51 -1.7 -1.73 -2.12 -1.81 -1.7 -2.18 -2.3
Pd -1.47 -1.29 -1.29 -1.03 -1.58 -1.83 -1.68 -1.52 -1.79
Ag -3.75 -3.56 -3.62 -3.8 -4.03 -3.5 -3.93 -4.51
Ir -1.78 -1.71 -1.78 -1.55 -2.14 -2.53 -2.2 -2.11 -2.6 -2.7
Pt -1.71 -1.47 -2.13 -2.01 -2.23 -2.06 -1.96 -2.33
Au -3.03 -2.82 -2.85 -2.89 -3.44 -3.56

Fe Co Ni Cu Ru Rh Pd Ag Ir Pt Au
Fe -0.78 -1.65 -1.64 -1.87
Co -1.18 -1.17 -1.37 -1.87 -2.12 -2.82 -2.26
Ni -0.33 -1.18 -1.17 -2.61 -2.43 -2.15 -2.82
Cu -2.42 -2.89 -2.94 -3.88 -4.63
Ru -1.11 -1.04 -1.12 -1.11 -1.41 -1.81 -2.27
Rh -1.42 -1.51 -2.12 -1.81 -1.7
Pd -1.29 -1.29 -1.03 -1.58 -1.83 -1.52 -1.79
Ag -3.68 -3.8 -3.63 -4.51
Ir -2.14 -2.11 -2.7
Pt -1.71 -1.47 -2.13 -2.01 -2.23 -2.06
Au -2.86 -3.09 -2.89 -3.44 -3.56

Fe Co Ni Cu Ru Rh Pd Ag Ir Pt Au
Fe -2.17 -3.11
Co -1.17 -1.37 -2.12
Ni -0.33 -1.18 -2.61 -2.43
Cu -2.42 -2.29 -2.49 -3.71 -4.63
Ru -2.02
Rh -1.32 -1.73 -2.12
Pd -1.94 -1.83 -1.97
Ag -3.75 -3.68 -4.51
Ir -1.78 -1.71 -2.7
Pt -2.13
Au -3.09 -2.89

training sets (75%)
test sets (25%)

training sets (50%)
test sets (50%)

training sets (25%)
test sets (75%)

gradient boosting
w/ 6 descriptors

gradient boosting
w/ 6 descriptors

gradient boosting
w/ 6 descriptors

100 times 
mean RMSE: 
0.153 / eV

100 times 
mean RMSE: 
0.235 / eV

100 times 
mean RMSE: 
0.402 / eV



We can also easily compute the quantitative performance!

Do this calculation over 
100 random splits into 75% 
/ 25% subsets, and take the 
average of 100 RMSEs.

https://en.wikipedia.org/wiki/Root-mean-square_deviation

root-mean-square error 
(RMSE) = sqrt(RMSE) =



Ignoring all problem-specific data preparation...

ML model
Inputs Outputs

9 + 9 = 18 numbers 1 number

[ 8, 2.66, 26, 55.85, 4, 1.83, 7.90, 247.3, 7.87, 
 11, 2.67, 29, 63.55, 4, 1.90, 7.73, 203.5, 8.96]

-1.05

"machine learning" part is only here!



https://scikit-learn.org/stable/
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